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Abstract. A regularization method for the proximal point algorithm of finding a zero for
a maximal monotone operator in a Hilbert space is proposed. Strong convergence of this
algorithm is proved.
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1. Introduction

Let H be a real Hilbert space with inner product (-, -) and norm | - ||, and
let T be an operator with domain D(T) and range R(T) in H. Recall that
T is monotone if its graph G(T):={(x,y)e Hx H:xe D(T), yeTx} is a
monotone set in H x H. That is, T is monotone if and only if,

(x,y), &, y)eG(T) = (x —x',y—y') >0. (LD

A monotone operator T is said to be maximal monotone if the graph G(T)
is not properly contained in the graph of any other monotone operator on
H.

Recall that a zero of a maximal monotone operator 7 is a point z €
D(T) such that 0 € Tz. We denote by S the set of all zeros of T; hence
S=T-10). It is known that S is closed and convex. In the rest of this
paper it is always assumed that S is nonempty so that the metric projec-
tion Pg from H onto S is well-defined.

One of the major problems in the theory of maximal operators is to find
a point in the zero set S. A variety of problems, including convex program-
ming and variational inequalities, can be formulated as finding a zero of
maximal monotone operators. The proximal point algorithm of Rockafellar
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[6] is recognized as a powerful and successful algorithm in finding a zero
of maximal monotone operators. Starting from any initial guess x° e H,
this proximal point algorithm generates a sequence {x} according to the
inclusion:

xh et e x T o T (T, (1.2)

where {e¥} is a sequence of errors and {c;} is a sequence of positive regu-
larization parameters. Note that the algorithm (1.2) can be rewritten as

Kk :ch(xk—kek), (1.3)
where for ¢ >0, JI denotes the resolvent of T given by
JI=I+cT)™!

with / being the identity map on the space H.

Rockafellar’s [6] proved the weak convergence of his algorithm (1.3) pro-
vided the regularization sequence {c;} remains bounded away from zero
and the error sequence {e*} satisfies the condition

> ek < oo. (1.4)
k=0

Giiler’s example [3] however shows that in an infinite-dimensional Hilbert
space, Rochafellar’s algorithm (1.3) has only weak convergence. So to have
strong convergence, one has to modify the algorithm (1.3). Recently sev-
eral authors proposed modifications of Rochafellar’s proximal point algo-
rithm (1.3) to have strong convergence. Solodov and Svaiter [7] initiated
such investigation followed by Kamimura and Takahashi [4] (in which the
work of [7] is extended to the framework of uniformly convex and uni-
formly smooth Banach spaces), and Xu [8]. In the work of [7] and [4], at
each step of iteration, an additional projection onto the intersection of two
half-spaces is needed.

Lehdili and Moudafi [5] combined the technique of the proximal map
and the Tikhonov regularization to introduce the prox-Tikhonov method
which generates the sequence {x*} by the algorithm

karl :JATkkxk’ k}O’ (15)
where Ty =l + T, iy >0, is viewed as a Tikhonov regularization of T.
Note that T is strongly monotone; i.e., (x —x’, y —y') > uillx —x'||> for all

(x, y), (&', ¥) € G(To).
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Using the technique of variational distance, Lehdili and Moudafi [5]
were able to prove convergence theorems for the algorithm (1.5) and its
perturbed version, under certain conditions imposed upon the sequences

{A} and {p ).
It is the purpose of this paper to look at the algorithm (1.5) from

another point of view. We use the technique of nonexpansive mappings to
get convergence theorems for (the perturbed version of) the algorithm (1.5)
under more relaxed conditions on the sequences {A;} and {u;}. Moreover,
our approaches are simpler and more straightforward than those of Lehdili
and Moudafi [5].

2. Preliminaries

Let T be a maximal monotone operator on a real Hilbert space H such
that S:=7"'(0) #£0. For ¢ >0, we use JI to denote the resolvent of T;
that is,

JI=U+cT)™
It is known that the resolvent J. is nonexpansive on H. Namely,
17 x=J I <llx=yl, Vx,yeH.

It is also easily seen that S is indeed the set of fixed points of J! for all
c>0; that is, S={x e H:J x=x} for ¢>0.

We use Py to denote the (metric or nearest point) projection from H
onto K; that is, for each x € H, Pgx is the only point in K with the

property

llx — Pgx|=min v —x]|.
vekK

It is known that Pg is nonexpansive and characterized by the inequality:
Given x € H and ve K; then v= Pgx if and only if

(x—v,v—y)20, yeK. 2.1

In order to facilitate our investigation in the next section we list some
useful lemmas.

LEMMA 2.1 (cf. [8]). Assume that {a;}72, is a sequence of nonnegative real
numbers such that

a1 < (I = Apag + A Br+or, k=0,

where {\}, {Bi} and {o}} satisfy the conditions
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(i) limy 00 A =0;

(ii) Zitio Ag = 00;
(iii) either imsup;_, o B <O or > ;o |AeBel <o0;
(iv) ox =0 for all k and Y ;2,04 < o00.

Then lim;_, o ar =0.

LEMMA 2.2 ([2]). Let C be a closed convex subset of H and let f:C — C
be a nonexpansive mapping such that Fix(f)#9. Assume {x*} is a sequence
in C which weakly converges to x € C and for which {(I — f)(x*)} converges
strongly to ye H. Then (I — f)(x)=y.

LEMMA 2.3 [1] (The Resolvent Identity). For A, u > 0, there holds the
identity:

JATx:JMT (%x—}—(l —%) JATx>, xeH.

LEMMA 2.4. Assume ¢’ >¢>0. Then ||JXx —x||<2|[JTx — x| for all xe H.
Proof. By the resolvent identity (Lemma 2.3), we have

c c
||JC/X — J5x|| = JE (—,x + (1 — —/) Jc/x) — ng
C C
c
< (1 - ;) llx — Jex|l
<l = Jex |l
Hence
Jex — x| < [ Jex — Jox |l + 1 Jeox —x || <2[[Jex — x| O

LEMMA 2.5. x4+ y|I><|x|?4+2(y,x+V), x, ye H.

3. The Regularization Method

Nonexpansive mappings can be approximated by contractions. So we use
contractions as the Tikhonov regularization of the resolvent J!. Concretely
consider the map V, defined by

V,x::]f((l—t)x—i—tu), x€H, 3.1

where 1€ (0,1), ¢>0 is a fixed constant, and u € H is a fixed point in H.
Since JCT is nonexpansive, it is easily seen that V; is a contraction; indeed
we have

IVix=ViyI<=0)lx—yll, x,yeH.
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By Banach’s contraction principle, V; has a unique fixed point which is
denoted by v, (we suppress the dependence of v, on ¢ and u). Hence,

v =JI (1= 1)v, +tu). (3.2)
Our first result is a strong convergence result for {v,} which will subse-
quently be used in proving the strong convergence of another algorithm
below.
THEOREM 3.1. For any ¢ >0 and u € H, {v,} converges strongly to the
projection of u onto S; that is, s —lim,_gv;, = Psu. Moreover, this limit is

attained uniformly for ¢ > 0.
Proof- First by (3.2) we obtain

t

—(u—v;)eTv,. 3.3)

C
Take any p € S; hence 0 € Tp. By the monotonicity of 7, we have

(u—v, v, —p)=0. (3.4
This implies that

llve = I < (v = p,u—p) (3.5
which in turn implies that

lvi—pli<llu—pl, peS. (3.6)
In particular, {v,} is bounded. Now if {z,} is a sequence in (0,1) such that
t,— 0 and {v, } is weakly convergent to v. By (3.3) and the maximal mono-
tonicity of T, we have 0 Tv; that is, ve S. Also by (3.6) we get ||[v— p| <
lu— p| for all peS. We therefore must have that v = Psu. The arbitrariness
of the subsequence {v,} of {v;} ensures that {v,} indeed converges weakly
as t — 0 to Psu. We next show that the weak convergence is indeed strong.
As a matter of fact, replacing p with Psu in (3.5) yields

v, — Psu|* < (v; — Psu, u — Psu) — 0 (3.7)

as v; — Psu weakly. The uniformity of the limit for ¢ >0 is easily obtained
by noticing that ¢ does not apparently appear in (3.4)—(3.7). O
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Inspired by Theorem 3.1, we now propose the following regularization
for the proximal point algorithm (1.3):

xk+1=JC€((1—tk)xk+tku+ek), k>0, (3.8)

where {c;} is a sequence of real positive numbers, {f;} is a sequence in
(0, 1), and {e*} is a sequence of errors. We will prove that the sequence {x*}
converges strongly to Psu provided certain conditions imposed on {c;}, {#}
and {e*} are met. We present two such results below.

THEOREM 3.2. Assume

(i) Timgooty =0,
(ii) Z,fiotk:oo,
(iii) ty1 < Cﬁ—:‘for all k and either limy_, o
oo, and
(v) 33 llekll < oo.

Then the sequence {x*} generated by the algorithm (3.8) strongly converges
strongly to Psu.
Proof. For each k, let v* be the unique fixed point of the contraction

1
Tk

Chtile _ o0
Cilr+1 1’ =0or Zk:O

Challke 1l <
Cili+1

x> JD (= 1)x + ).

By Theorem 3.1, we have that v* — Psu. If we can show that ||x* —v¥||— 0,
then x* — Pgu and the proof is complete. To see that | x* —v*|| — 0, we esti-
mate ||x**t! —v¥*1|| as follows.

[ e N 4 B [Gane i P (3.9)
Noticing (3.8) and the fact that

v =71 (1= 1" + 1), (3.10)
and using the nonexpansiveness of the resolvent J;, we deduce that

5 — oK < (1 = 1) % — o¥ [+ (1€ (3.11)
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k+1

To estimate [|v**! —v*||, we apply the resolvent identity (Lemma 2.3) to get

o — o = 1 (1 = )0 ) — T (1 = 100" + )|

Ck+1

Ck
I (C—((l — 1DV 1 0)
k1

c
+ (1 — —k) JC€+1((1 - fk+1)UkJrl +fk+1’/l))
Ck+1

—JI (= 1" + 1)

Ck
< =

(A=t DV + ) + (1 — C—") it

Ck+1 Ci+1

—((1 = )" + 1)

Tra1Ck Tk +1Ck
=H<1—+— @ = 4 (- ) F —w) .
Ck+1 Ck+1

Consequently, we obtain

||vk+1 _,Uk” <M Ck+1tk
~X

Cklr+1

_1‘, (3.12)

where M >0 is a constant such that M > |[v* —u|| for all k> 0. Substitute
(3.11) and (3.12) into (3.9) to get

[ — XK < (A=) IxF =¥+ M

1
M—1‘+||ek||. (3.13)
Cilr+1

By the conditions (i)~(iv) and Lemma 2.1, we conclude that [|x* —v*||— 0
and therefore x* — Psu strongly. O

The next result also gives a strong convergence result on the algorithm
(3.8) but with different conditions on the sequences of {#} and {c;}.

THEOREM 3.3. Assume

(l) liInk—)oo Iy = O,
(ii) Z;iol‘k =00,
(iii) 3 pg |ty — k| <00,
(iv) there are constants 0 < c <c¢ such that ¢ <cp <c for all k>0, and
Y et lerrr —al < oo,

(v) Yeep lle*] < oo
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Then the sequence {x*} generated by the algorithm (3.8) strongly converges
strongly to Psu.
Proof. First we show that {x*} is bounded. Indeed, take a pe S to get
I = pll =11 (1 = 102" + s+ ) = pl|
<A = 10x* + g+ — p|
<A =)lx* = pll +llu = pll + "]l

An induction gives that for all k>0,
k—1
Ix* — pll <max{|lx® = pl, llu — pl}+ ) lle’]l.
j=0

In particular, {x*} is bounded.
We next estimate ||x**! —x¥||. By (3.8) and Lemma 2.3 we have

At =M = I (@ = t)x* + e+ )

—JI (=t qu e

Ck—1

S A (%((1 — 1"+t + €
k

Cr—1

+ (1 - %) JE( = t)x* + 1 +ek))
k

—JI (A=t qu+

Ck—1

< Ck_1((1_tk)xk+tku+ek)+<1_ﬂ)xk+1

Ck Ck

—((A =t Dx* "t qute

Cl—
<’;—1||<1—tk>x"+rku+ek—<<1—rk71>xk—1+tk71u+ek—l)||
k
G-l k+1 o1 k—1 k—1
+(1 " [|x (I =tr_)x™ " +ticqu+e )|l
k

Ck—1 _ _ _
—’;—||<1—zk>(xk—xk D (e — ) —x* N b=
k

Cl—
+ (1 - %) e — (= i) DL
k
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It follows that, for an appropriate constant M >0,

el =M <A =) Ik = XN F e Mg — 1|
ek e+ Mk — il (3.14)

By Lemma 2.1 we conclude that
x5 — XK= 0. (3.15)
Now by (3.8) and using the nonexpansivity of J., we obtain
e = T < I = 1 (= i) x" -t €)= T
S =l il —x )+ e
It follows from (3.15) that
Ix* — J Xk — 0. (3.16)

Since, by Lemma 2.4, ||x; — J] x| <2[|x* — JIx* | — 0, we see that w, () C
F ix(JgT) =S by Lemma 2.2. To prove strong convergence, we take a sub-
sequence {x*} of {x*} in such a way that

lim sup(u — Psu, x* — Pgu) = lim (u — Psu, x* — Pgu).

k— 00 Jj—=00

We may assume that x¥ — g weakly. Now since g € S we deduce from the
last equation and the characteristic inequality (2.1) that

lim sup(u — Psu, x* — Pgu) = (u — Psu, g — Psu) <O0. 3.17)

k— 00

Finally we have by Lemma 2.5, for an appropriate constant y >0,

K — Pau |2 =17 ((1 = t)x* + e + ) — Pu|?
<N =) (x* = Psu) + 1 (u — Psu) + €* |2
<A = 1) (x* = Psu) + t5.(u — Psw) | >+ y || ¥
<A =) lIx* = Psull* + 26 (u — Psu, x**' = Psu) + y [|e"]].

Noticing (3.17) and by Lemma 2.1, we obtain that ||x* — Psu| — 0. O

Remark 3.4. The prox-Tikhonov algorithm (1.5) of Lehdili and Moudafi
[5] deals essentially with a special case of the algorithm (3.8). Indeed, if we
set u=0 and e* =0 for all k, then (3.8) becomes

=7l =)x"), k>0 (3.18)
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Setting

1
=% and =2, (3.19)
1—# Ck

Ak

we can rewrite (3.18) as
karl — ‘I)LTkk (Xk), k}O’ (320)

where T, =pu, I+ T. (3.20) is the prox-Tikhonov algorithm (1.5) considered
in [5]. Note that the approaches given in [5] are different from ours. The
argument given in [5] depends heavily on the concept of the variational dis-
tance between two maximal monotone operators 7 and 7’ which is defined
as

83.,(T, Ty := sup [|JFx—J x|
IxlI<p

where p >0 and A > 0. (The distance 6, ,(7, T') may not be easily manip-
ulated due to its involvement with the resolvent.)

Our argument is simpler and more straightforward. Indeed we use the
technique of nonexpansive mappings (observe that each resolvent JI is
nonexpansive). We use contractions as the Tikhonov regularization of the
resolvent JI.

Moreover, the main convergence theorem in [5] requires the assumption
on the sequence {u;} (in the case of a bounded {A;}):

1 1

Mk+1 Mk

~0. (3.21)

0
lim =0, =00, Ilim
k_)ooMk ;uk

k— 00

It is easily seen that the natural choice of {u},

fails to satisfy (3.21). However, this choice of {u;} does satisfy the require-
ments (i)—(iii) on the sequence {#;} in our Theorem 3.3. In fact, if u,=1/k,
then from the relation (3.19), we have

It | Ck+1 Ck
1 — k| = - —
* k+1 &
|Ck+1 — Ck| Ck
~

k+1 ' k(k+1)

Hence condition (iii) of Theorem 3.3 holds provided {c;} satisfies some
condition (e.g., {cx} is bounded and monotone, or {c;} is such that
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Z,fil |cke1 — ck| < o0; in particular, ¢y =c is constant). In this sense, The-
orem 3.3 improves the convergence result presented in [5].
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